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1 Introduction
1.1 Scope
This document provides the following information:
· An overview of the architecture of Chromeleon 7

· An explanation of how the various software components work together in a Chromeleon domain installation
Note: This document describes the recommended approach to installing a Chromeleon domain. Thermo Fisher Scientific cannot guarantee that the instructions provided will meet all needs as the installation may differ depending on the security requirements and installation environment of individual customers.
1.2 Target Audience

This document is targeted at the following audience:

· Customers who plan to install a Chromeleon 7.2 SR5 domain, including system owners, quality managers, and IT professionals
· Thermo Fisher Scientific Service and Support staff who perform Chromeleon installations
1.3 Related Documents

The Installation (Documentation) Compass (CM7ID_010) provides the following information: 

· An overview of the available Chromeleon 7 installation documents

· Conventions used throughout the documentation, such as formatting and naming
· Information on how the documents are distributed

· Trademark and copyright information

Tip: The glossary section in the online help explains Chromeleon-specific terms and common abbreviations used throughout the documentation.
2 Architecture – Basic Concepts
This chapter explains concepts necessary for understanding the Chromeleon architecture. You will need to familiarize yourself with this architecture in order to be able to configure a Chromeleon network (known as a Chromeleon domain).

Chromeleon is comprised of a set of software components, each of which specializes in certain tasks. This architecture allows flexible and scalable installation. In a stand-alone installation, for example, all software components are installed and run on a single computer. In a network installation, however, certain components are only installed on specific computers or are assigned a central role. The components that can be used on a particular Chromeleon station are partly determined by the licenses that have been purchased.
2.1 Applications and Services

Some Chromeleon software components run as applications, in other words, with a user interface. These are the components with which users can directly interact. 
The main applications of Chromeleon are:

· Chromeleon Client application (this consists of the Console and Studio components)
· Instrument Configuration Manager 
· Administration Console
Other software components are implemented as Windows services. Typical examples are the Instrument Controller service and the Real Time Kernel service, both of which control communication with the connected instruments. These services run in the background and do not have a user interface. Instead, they are managed via other applications or via the Microsoft Windows administrative tools. The Instrument Controller service, for example, can be started and stopped via the Chromeleon Services Manager application or via the Microsoft Windows Services applet.
Services will continue running, even if the user closes the Chromeleon Client application and logs off from Windows.  
Sections 3.2 and 3.3 list and briefly explain the role of the various Chromeleon software components.
2.2 Client-Server Architecture

The term client-server architecture refers to a software design in which one software component, the client, requests information from another software component, the server. Clients and servers can reside on the same computer but often run on separate computers and communicate over a network.

A client-server relationship can exist at different levels between the various Chromeleon components. In these constellations, applications typically perform the client role while services function as servers. However, a client-server relationship may also exist between different services.
2.3 Central and Proxy Servers

Wikipedia defines a proxy server as follows: “In computer networks, a proxy server is a server (a computer system or an application program) that acts as an intermediary for requests from clients seeking resources from other servers. A client connects to the proxy server, requesting some service, such as a file, connection, web page, or other resource, available from a different server.”

In a Chromeleon domain, the Chromeleon domain controller plays a central role, as do some of the services running on it. Corresponding services running on other Chromeleon stations then become proxy servers for the information provided by the central service on the Chromeleon domain controller.
For example: 
When User Mode is enabled, the User Management Service running on the Chromeleon domain controller contains the primary information about Chromeleon user accounts and related groups and roles. However, the User Management Service also runs on every Chromeleon station in the Chromeleon domain, and these ‘local’ services duplicate or cache this information locally. This ensures that users can always log on to Chromeleon on every client station, even in the case of a network failure. 
When the Chromeleon Client application (on the client computer) starts, it requests the user information from the local User Management service (server). The local User Management service acts as a proxy server and provides the necessary information (from the cache) for the logon process to the local client computer, regardless of whether the central User Management service (running on the Chromeleon domain controller) is currently available or not.
3 Chromeleon Components

3.1 Data Vaults

A data vault is a closed container for Chromeleon data. 

Technically, a data vault consists of a database and a file system:

· File system: All raw data delivered from the instruments (2D, 3D and MS channel data, as well as injection and instrument audit trails) is stored in the file system. These files are only accessible under Chromeleon access control by means of the Chromeleon Data Vault service. 
· Database: All other data is stored in the database, including all methods (such as instrument and processing methods, report templates, etc.), sequence/injection information, as well as information about the interlinking and modifying of all objects (data audit trails). The database is accessed directly using the database client components on each Chromeleon station.
3.1.1 Standard and Multi-User Data Vaults

The following applies to standard data vaults:

· The raw data and the database are both stored in a predefined structure on the same local hard drive of the Chromeleon station.
· The database engine used is MS SQL Server Express.

Standard data vaults can be shared over the Chromeleon domain, but with limited connectivity and performance due to the limitations of MS SQL Server Express.
The default location for standard data vaults is:

C:\ProgramData\Dionex\Chromeleon\DataVaults\<data vault name>
Note: By default, these locations are hidden on all operating systems and are only accessible by administrators.
The following applies to multi-user data vaults:

· The raw data files and the database should be stored separately on optimized, dedicated server computers, that is, on the data vault server and the database server, respectively. If you want to use load balancing, store the raw data on a network share.
· Either MS SQL Server (not the Express edition) or Oracle (not the Express edition) should be used as the database engine.
Multi-user data vaults are designed to be shared by multiple users over the Chromeleon domain.
3.1.2 Default Data Vaults 

During the software installation, a standard data vault called ChromeleonLocal is automatically created in a corresponding sub-folder at the default location (see Section 3.1.1).
Another standard data vault called XVault™ is also created in a default location during installation. The XVault™ is a special, hidden data vault that stores locally cached copies of running sequences. This facilitates network failure protection by keeping instruments running and data accessible for processing during network outages.
3.2 Chromeleon Applications

3.2.1 Chromeleon Client Application (Chromeleon.exe)
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	The main Chromeleon application is referred to as “the Client”. Users do the vast majority of their work (such as monitoring instruments, creating instrument methods and sequences, and processing data) via the Chromeleon Client application, which provides the Console and Studio components. 


3.2.2 Services Manager (ServicesManager.exe)
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	This is a utility that shows the state of Chromeleon services and allows the Instrument Controller service to be started and stopped. The Services Manager normally appears minimized as the Chromeleon tray icon in the notification area of the Windows taskbar.


3.2.3 Instrument Configuration Manager (InstrumentConfiguration.exe)
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	This is a Chromeleon application that allows installation and configuration of instruments. It can be accessed from the Services Manager, from the Thermo Chromeleon 7 folder available via the Windows Start button or via the Chromeleon Administration Console in the Chromeleon Client application.


3.2.4 Installation Qualification tool (InstallationQualification.exe)
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	This is a utility that checks whether the Chromeleon installation is correct. Once the check has been completed, a qualification report opens in the default web browser.


3.2.5 Administration Console (AdminConsole.exe)
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	This is a Chromeleon application that provides a central access point for administrative tasks in Chromeleon, such as managing users, allocating licenses, scheduling events, defining global policies for the Chromeleon domain, and for managing data vaults and configuring the Discovery service on the local Chromeleon station. 
The Administration Console also provides summary information about instruments on the domain and is an access point to the Instrument Configuration Manager. 


3.2.6 Data Vault Manager (DataVaultManager.exe)
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	This is a utility for managing data vaults on the local Chromeleon station. It can be started from the Administration Console or from the Thermo Chromeleon 7 folder available via the Windows Start button.


3.2.7 System Status Report (SystemStatusReport.exe)
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	The Chromeleon System Status Report (SSR) program provides a convenient way to collect and package data that records the status of a specific Chromeleon installation. Depending on the log files you have selected, the created report includes various sub-reports with the relevant diagnostic tests, performance data and audit trails. The SSR can be started from the Thermo Chromeleon 7 folder available via the Windows Start button.
You can save the finished report from the SSR program and email it (for example, for documentation purposes) directly to Thermo Fisher Scientific Service, making it easy to quickly find and eliminate errors.

Note that administrative rights might be required for collecting certain files. 

To collect instrument audit trails, the user running the report must have the respective privileges to access the instrument audit trails. Furthermore the following Chromeleon services must be running:

· Data Vault service

· License service

· User Management service


3.3 Chromeleon Services
3.3.1 License Service

The Chromeleon 7 License service provides license information to Chromeleon software components based on a license file. A USB license key (dongle) with a matching serial number must also be present. 

In a Chromeleon domain installation, a single license file/key combination (stored on the Chromeleon domain controller) provides all the licenses to all the Chromeleon stations in the Chromeleon domain. However, the license service runs on every Chromeleon station as a proxy server; it retrieves license information from the Chromeleon domain controller and provides cached license information to the local software components.

The Administration Console application provides the user interface for configuring the licenses.

3.3.2 User Management Service

The Chromeleon 7 User Management service provides information about user accounts, organizational units, roles and access groups. Roles use privileges to define what actions the user is allowed to perform on Chromeleon objects. Access groups can be used to configure access control for objects and thereby restrict access of users to those objects.
In a Chromeleon domain installation, a single user database (stored on the Chromeleon domain controller) provides user information to all the Chromeleon stations in the Chromeleon domain. However, the user management service runs on every Chromeleon station as a proxy server; it retrieves user information from the Chromeleon domain controller and provides cached user information to the local software components.

The Administration Console application provides the user interface for activating and configuring user management.

3.3.3 Discovery Service

The Chromeleon 7 Discovery service is the directory service of a networked Chromeleon installation. It keeps a record of all available resources in the Chromeleon domain, such as available instruments and data vaults. There is a bi-directional information flow between the Discovery service and other software components. The other components can ask the Discovery service at any time about the current list of resources (poll), and the discovery service can actively notify clients of updates (push). Other components send information to the Discovery service in the event of changes, for example, when a new instrument or data vault has been configured.

The Discovery service is also used on standalone installations. In this case, it only contains information about the local resources.

The Administration Console application provides the user interface for configuring the Discovery service.

3.3.4 Instrument Controller Service and Real Time Kernel
These two services form the Chromeleon 7 Instrument Controller service, which handles instrument communication. While the Chromeleon 7 Real Time Kernel is responsible for low level communication with the instruments, the Chromeleon 7 Instrument Controller service handles the data flow. This involves actions such as reading the instrument method from a data vault and sending it to the instrument, then writing back the raw data delivered from the instrument. The Chromeleon 7 Instrument Controller service can start other processes automatically to host driver components, for example, CMDDKHost.exe, and CDSHost.exe.
The Services Manager and the Instrument Configuration Manager applications provide the user interface for configuring the Instrument Controller service.

3.3.5 Scheduler Service
The Chromeleon 7 Scheduler service manages tasks for automated data transfer among data vaults. This service must be active to enable download during network data acquisition. 

The Administration Console provides the user interface for configuring Scheduler tasks.
3.3.6 Cache Service

The Chromeleon 7 Cache service provides local caching of raw data from a remote data vault to speed up repeated access to data. When accessed for the first time, data is stored locally by the Cache service. Subsequent access is then provided through the Cache service, avoiding additional and slow network traffic.
Note: For performance reasons, the Chromeleon 7 Cache service must be deactivated on the data vault server and on the terminal server. For installations on the terminal server, please contact Thermo Fisher Scientific for additional information
Note: Raw data requests from a local data vault do not use the Cache service. Instead the raw data is retrieved directly from the local data vault. The Cache service is also not used during data acquisition.
3.3.7 Chromeleon Data Vault Service and Third-Party Database Services 
Chromeleon uses two service components for secure communication with the data vaults:
· The Chromeleon Data Vault service handles communication with the file system.

· A third-party database service (for example the SQL Server service) handles communication with the database.

In order to work with the third-party database services, corresponding database tools are needed. For details on how to set up services for SQL Server and Oracle, see the relevant documents, CM7ID_200 and CM7ID_210 or CM7ID_250 and CM7ID_260, respectively.
3.3.8 Net.Tcp Port Sharing Service

Chromeleon 7 components communicate using TCP ports. Usually, each communication channel between components, such as the Chromeleon Console and the Data Vault service, requires ports on each side, allowing dedicated communication for a specific purpose. 

In order to limit the number of ports used by the system, Chromeleon therefore uses the Net.Tcp Port Sharing service, which provides the ability to share TCP ports over the net.tcp protocol. This service is part of the Windows .Net Framework, but is not started by default. The Chromeleon Setup activates this service automatically during the installation process. 
Chromeleon 7 uses port 1325, which has been registered for usage by Thermo Fisher Scientific.
3.3.9 WCF Throttling - Data Vault Service

Chromeleon 7 services are based on the Windows Communication Framework (WCF) that is part of the .NET Framework. These WCF services have several settings for throttling that enable client connections to be limited, thus restricting the load they place on the service. In a Chromeleon domain, the Data Vault service can potentially be subject to significant load. By default, the throttling settings are set at recommended values to ensure a reasonable workload on the IPC. The settings should be changed on central server machines only.

Throttling settings are adjusted using the application configuration file used by the Chromeleon 7 services, which is located here:

%ProgramFiles%\Thermo\Chromeleon\bin\ServiceHost.exe.config

To edit this file:

1. Stop the Chromeleon 7 services.
2. Start the Windows Editor as administrator (Run as Administrator). 
Note: Applying changes requires administrative privileges and must be explicitly authorized, that is, user-account controlled. 
3. Inside the <appSettings> tags of the root tag <configuration>, you can add or update the following two settings (if not already available).

<?xml version="1.0"?>


<configuration>



<appSettings>




<add key="WcfThrottleMaxConcurrentReplicationUploadSessions" value ="100"/>    




<add key="WcfThrottleMaxConcurrentMSHostSessions" value="100"/>



</appSettings>

</configuration>

WcfThrottleMaxConcurrentReplicationUploadSessions

This setting is used for the replication framework when replicating sequence data from the IPC back to the central data vault. The maximum recommended value is “1000”. The minimum value we recommend is the current default plus twice the number of instruments.

Note: If this setting is too low, this will result in upload times of several minutes.

WcfThrottleMaxConcurrentMSHostSessions

This setting is used for any raw data server access. The maximum recommended value is “1000”. The minimum recommended value is the current default, plus twice the number of instruments, plus the number of concurrent Chromeleon 7 clients that access data. 

Note: If this setting is too low, this will result in upload times of several minutes, failed download or data vault access timeouts in the Chromeleon 7 client.

3.4 Replication Framework

3.4.1 Overview

With Chromeleon 7.2 SR3, a new, additional mode for download, synchronization/replication and upload of running sequences was introduced. This architecture is called the replication framework and provides a significant improvement in performance when running sequences, most notably in a wide area network. 

The replication framework is not active in the following cases:
· The user uses a CM7 client version lower than CM 7.2 SR3

· The database schema of the data vault is not upgraded to CM 7.2 SR3 or higher.
· The data vault server version of the data vault is lower than CM 7.2 SR3

· The XVault on the IPC is not upgraded to CM 7.2 SR3 or higher.
· The IPC is not upgraded to CM 7.2 SR3 or higher.
· The replication framework is disabled on the instrument controller station via configuration file.
You can disable the replication framework on the instrument controller station via the Chromeleon 7 configuration file CmConfig.xml which is located here: %ProgramData%\Dionex\Chromeleon. 
You can enable the replication framework via the UseReplicationFrameworkOnlpc key in the section NetworkDataAcquisition. The replication framework is enabled by default with a value of Y. If you want to disable the replication framework, change the value to N.
Note: If you upgrade Chromeleon from an earlier version to 7.2 SR5, the replication framework might have been disabled by default. In this case, enable the replication framework as described previously.
<NetworkDataAcquisition>

        <MachineSettings type=”NetworkDataAcquisition”>

                      <Settings type= "NetworkDataAcquisitionSettingCollection">

                      <Setting type="NetworkDataAcquisitionSettings">

                                    <UseReplicationFrameworkOnIpc value="Y"/>

                      </Setting>

                      </Settings>

        </MachineSettings

</NetworkDataAcquisition>

4 Chromeleon Stations, Licenses and Software Components
4.1 Chromeleon Stations

A Chromeleon station is a computer where Chromeleon software is installed. 

In a Chromeleon domain installation, Chromeleon software components are distributed across various computers. Different roles are assigned to the Chromeleon stations depending on which software components are running/licensed on a given computer (see the following sections).

Tip: The Chromeleon 7 Online Help describes the available license options.

4.1.1 Workstation (WS)
Functionality: A Chromeleon workstation is a Chromeleon station that is configured as follows: 
· Supports data processing
· Offers instrument control capabilities
· Typically, it is directly connected to an instrument. 

For instrument control, the Instrument Controller and Real Time Kernel services must be running.
Standalone installations (i.e. one client computer that is not part of a Chromeleon domain installation) are typically workstations, but workstations can also be part of Chromeleon domain installations.
Licensing: A workstation must have at least the following licenses: 

· Client licenses: Data Client and Instrument Operation

· Instrument controller licenses: Instrument Controller and Instrument Class x
4.1.2 Instrument Controller Station (IPC)
Functionality: An instrument controller station is a Chromeleon station that is configured as follows:

· It is directly connected to an instrument. 

· It is not used for data processing.
To facilitate instrument control, the Instrument Controller and Real Time Kernel service must be running.

This configuration is sometimes called a "black-box", as the computer often does not have keyboard, mouse or screen connected. The instruments connected to an instrument controller station are controlled via remote clients (see Section 4.1.4). 

Note: The role of the instrument controller station can change under certain circumstances, for example, a network outage. In this case, the IPC can be modified to act as a client station.
Licensing: An instrument controller station is licensed as follows: 
· It has at least Instrument Controller and Instrument Class x Instrument controller licenses.
· It has no Client licenses.

4.1.3 Data Client/Data Processing Client Station (DCS)
Functionality: A data client (also called data processing client) is a Chromeleon station that is configured as follows:

· It can process data.
· It does not control instruments (neither locally nor across a Chromeleon domain).

Licensing: A data client is licensed as follows:
· It has a Data Client license, and may have other data-related client licenses (for example, for Report Designer Pro). 
· It has no Instrument Operation (client) license or Instrument Controller licenses.
4.1.4 Remote Client/Remote Control Client Station (RCS)
Functionality: A remote client (also called remote control client) is a Chromeleon station that is configured as follows:

· It can process data.
· It can remotely control instruments.
· It has no instruments directly connected to it. 
· It does not require a local data vault. 
Licensing: A remote client is licensed as follows:
· It must have at least a Data Client and an Instrument Operation Client license. 
· It has no Instrument Controller licenses.
4.1.5 Chromeleon Domain Controller (CDC)

Functionality: The Chromeleon domain controller is a Chromeleon station where the central Discovery Service is running. The other Chromeleon stations in the Chromeleon domain use the Chromeleon domain controller as a central source of information about the available Chromeleon resources.

In addition to the Discovery Service, the User Management Service, the Scheduler Service and the License Service running on the domain controller also play a central role. The corresponding services on all other Chromeleon stations then run as proxies.
The Chromeleon domain controller can host a central data vault. However, the central data vaults can also reside on a separate (server) computer, which is then referred to as a data vault server. The data vault server runs the Data Vault service. It is also where the data files are stored. The database should reside on a separate database server computer.

4.1.6 Data Vault Server (DV Server)
Functionality: The data vault server is the central computer where the data vault configuration is stored. Chromeleon raw data files (2D, 3D and MS channels, injection and instrument audit trails) might also be located on the data vault server. The Chromeleon 7 Data Vault service must be running on this computer. You can define Data Vault services as so-called 'load balancers' to distribute the workload of loading and saving raw data from or to a particular data vault across multiple Data Vault services. Chromeleon clients pick one out of multiple services to access the raw data. For a non-load-balanced data vault, only one Data Vault service is available.

Configuring multiple Data Vault services on different computers for load balancing also ensures data vault access if one of these services becomes unavailable (failover). In case of an error, Chromeleon clients automatically select an available service instance.
4.1.7 Database Server (DB Server)
Functionality: The database server is a (server) computer where the database part of a Chromeleon data vault is stored in a domain installation. No Chromeleon components need to be present on this computer. Therefore, strictly speaking, this is not a Chromeleon station.
4.2 Chromeleon Stations vs. Licensed Options – Cross Reference

The table below summarizes the relationship between the various Chromeleon stations and the corresponding licensed options.
Table 1: Relation between Chromeleon stations and Licensed Options.

	Chromeleon Station 

Types

Licensed Options
	Data (Processing) Client
	Remote (Control) Client
	Workstation
	Instrument Controller Station
	Chromeleon Domain Controller
	Data Vault Server

	Client Licenses
	
	
	
	
	
	

	Data Client
	(
	(
	(
	(
	(
	(

	Instrument Operation
	(
	(
	(
	(
	(
	(

	Compliance Tools
	Opt.
	Opt.
	Opt.
	(
	(
	(

	Report Designer Pro
	Opt.
	Opt.
	Opt.
	(
	(
	(

	Virtual Column Basic
	Opt.
	Opt.
	Opt.
	(
	(
	(

	Virtual Column Complete
	Opt.
	Opt.
	Opt.
	(
	(
	(

	Non-targeted MS Data Processing
	Opt.
	Opt.
	Opt.
	(
	(
	(

	Instrument Controller Licenses
	
	
	
	
	
	

	Instrument Controller
	(
	(
	(
	(
	(
	(

	Instrument Class 1, 2, or 3
	(
	(
	(
	(
	(
	(

	3D Data Acquisition
	(
	(
	Opt.
	Opt.
	(
	(

	SQ / QqQ GC-MS Data Acquisition
	(
	(
	Opt.
	Opt.
	(
	(

	LC-MS Data Acquisition
	(
	(
	Opt.
	Opt.
	(
	(

	Fraction Collection
	(
	(
	Opt.
	Opt.
	(
	(



(
License MUST be present


Opt.
License MAY be present


(
License NOT present
4.3 Chromeleon Stations vs. Software Components – Chromeleon Domain Example
Figure 1 shows a typical single-site domain installation of Chromeleon (other combinations are also possible), and illustrates the distribution of Chromeleon applications and services on various Chromeleon stations.
Note the following:

· The Chromeleon Data Center uses three dedicated server computers: 
Chromeleon domain controller
Data vault server 
Database server

· In this example, there is an instrument controller station (a “black box”) in the laboratory; this is a Chromeleon station that is only capable of indirect instrument control via remote clients. 
· The workstation in the laboratory or the client station in the office is a remote client. This is necessary for instrument control and for data processing.
	Legend
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Figure 1: Chromeleon Stations – Example 
5 Networking

5.1 Chromeleon Domain Controller and Discovery Configuration – Principles
In a Chromeleon domain, one of the Chromeleon stations must be assigned a central role. This is called the Chromeleon domain controller.
On this computer, the Discovery Service becomes the central Discovery Service. It hosts the master information about all Chromeleon resources in the domain. 
Other Chromeleon stations can easily be configured to point to the central Discovery Service instead of the local one. 

Note: When running on the Chromeleon domain controller, the License Service, the User Management service, and the Domain Scheduler service automatically become the central License service, the central User Management service, and the central Domain Scheduler. The License service and the User Management service host the master licensing and master user management information, while the License service and the User Management service on the other stations act as proxy servers and cache this information. The Domain Scheduler service manages tasks for automated data transfer between data vaults across the domain.
5.2 Chromeleon Domain Topologies

This section provides an overview of how Chromeleon can be scaled, and outlines some strategies that can be employed to do so. It also includes recommendations and some configuration requirements.

Note: Thermo Fisher Scientific provides this information without warranty. A pilot installation should be conducted to ensure the most effective operation in the environment where Chromeleon will be installed.

5.2.1 Definitions/Abbreviations

	Term/Abbreviation
	Definition

	CDC
	Chromeleon Domain Controller

	DV
	Data Vault Server

	FS
	File System

	DB
	Database

	TS
	Terminal Server

	WS
	Workstation

	CS
	Client Station

	IPC
	Instrument Controller Station

	WDC
	Windows Domain Controller

	TC
	Terminal Server Client

	Legend 
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	Chromeleon client
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	File store
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	Local raw data files


5.2.2 Small Enterprise
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Separate Database Server
A possible variant for small enterprises is the use of a dedicated database server. This may be a shared database server that can be reused, however, a dedicated database server is recommended wherever possible. A dedicated database server improves general performance with less workload on the Chromeleon domain controller or data vault server.
5.2.3 Larger Enterprise
For larger enterprises, the following strategies are typical:

· Move services to dedicated servers.
· Move clients to terminal servers.
· Introduce instrument controller stations.
These strategies are not necessarily deployed in the following order.
Dedicated Servers

Separate Database Server

Typically, a dedicated database server is deployed which generally improves performance.

[image: image18.jpg]Database Server

Windows

Domnm
Controller





Separate Data Vault Server
A next step is to move the data vault(s) to their own dedicated server.
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Introduce IPCs

Some or all of the workstations can also be replaced by instrument controller stations. To access the instruments, users must use dedicated client stations or terminal clients.
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5.2.4 Fault Tolerance and scaling out

As the system grows, minimizing the downtime of the servers becomes more and more important. To address this, server redundancy with appropriate failover is required.

	CDC
	The services on the Chromeleon domain controller (licensing, user management, and discovery) do not support failover or load balancing. However, most Chromeleon features provide fall-back behavior if these services are unavailable so that routine operation can continue even during a larger outage or during planned maintenance of the Chromeleon domain controller.

	DV
	Multiple Chromeleon Data Vault services may be configured to serve the same data vault in a load-balancing configuration. If one of these instances fails, the other instances provide for failover.

	FS
	For a load-balanced data vault server it is necessary to move the file storage to a separate server/appliance first. This file server should also support failover/load balancing. This can be provided by a clustered Windows Server or a dedicated network storage appliance.


Tip: For more information on load balancing, refer to the Chromeleon 7 Help: “Setting Up Data Vaults - Configure Multi-User Data Vaults: Load Balancing”.
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5.2.5 Multi-Site Deployment

It is possible to extend a previous configuration to remote sites that access the central data center over WAN.

The design is optimized for configuration with terminal servers. Using client stations or workstations on the remote sites is currently not recommended. However, it may be advisable to configure the IPCs as workstations or to deploy a limited number of client stations so that sequences can be started and processed locally in emergency situations, that is, when the central data center is not reachable.
Note: It is recommended to locate the terminal server in the data center. In this way, as little data as possible traverses over the network and bandwidth usage becomes more efficient leading to less network latency.
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5.2.6 Tiered Multi-Site Deployment

In global deployments, it may be desirable to create multiple regional data centers around the globe so that each site can use a nearby data center for most operations.

The regional data center hosts data vaults and terminal servers for their regions.

The central data center hosts a single instance of the Chromeleon domain controller, as well as data vaults and terminal servers for its region. It may also contain “global” data vaults for archiving, master copies of templates, etc. In other words, it also serves as a “regional” data center for its own region.
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